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Abstract

Tracking with a discriminative classifier becomes popular recently. The online updating
makes it easy to adapt to target appearance variations. However, this also brings drifting
problem. It’s necessary to find a tracking method with strong adaptivity and anti-drifting
ability. In this paper, an online semi-supervised boosting method is proposed at first, and
based on it, we propose a novel tracking framework that treats samples differently when
updating the classifier under different conditions. This tracking framework can significantly
alleviate the drifting problem and keep adaptive enough to appearance variations.
Experimental results on challenging videos show that our method can track accurately and
robustly, and outperform many other state-of-the-art trackers.

Keywords: Visual tracking, Discriminative classifier, Semi-supervised learning, Adaptivity,
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1. Introduction

Visual tracking is one of the key problems in computer vision. Its main task is to find the
trace of the interesting object in each frame of the video. Although visual tracking has many
practical applications [1, 2, 3], designing a robust and efficient tracking system is still a very
challenging task. The tracker has to deal with many difficult situations which may occur in
natural scenes, among them handling appearance variations of the target is most challenging
[4]. There are two types of appearance variations: intrinsic and extrinsic. The intrinsic
appearance variations include pose variation and shape deformation of the target whereas the
extrinsic variations are due to the changes resulting from different illumination, camera
motion, and partial occlusion. In order to handle such variations, the object model needs to be
adjusted to the new circumstances from time to time. Thus online learning algorithms are
essentially needed to incrementally update the appearance of the target [5]. Generally, there
are many online learning based tracking algorithms. Among them, discriminative online
learning methods are very popular recently.

Discriminative methods consider tracking as a binary classification task. The target
identified by the user in the first frame is described by a set of features. Another set of features
describes the background, and a binary classifier is trained to find the best decision boundary
that can separate target from background. When the following frames come, the current
classifier evaluates all possible positions in the search region to locate the target. Then the
current target region and its surroundings are exacted as positive and negative samples
respectively to update the classifier. Tian et al., [6] present a tracking algorithm based on
ensemble of online linear SVM classifiers. The SVM classifiers are updated during different
periods with different historical information. Grabner et al., [7] propose an online adaboost
feature selection algorithm for tracking, which selects and maintains the best discriminative
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features from a pool of feature candidates. Saffari et al., [8] propose the online version of
random forest algorithm based on an online decision tree growing procedure and use it as the
online classifier for tracking. Generally speaking, discriminative methods are fast and yield
good performance since the classification task is simple. However, the online adaptation also
faces a key problem called drifting, which may finally lead to tracking failure. In order to
solve this problem, Grabner et al., [9] formulate tracking as a semi-supervised learning
problem. The work aims to build an ensemble classifier utilizing the unlabeled samples. The
loss function is built based on the similarity of labeled examples, labeled and unlabeled
examples, and unlabeled examples respectively. Boosting is used to minimize the loss
function. Tracking is then considered as a one-shot semi-supervised learning problem. Only
samples in the first frame are labeled and all the samples in the following frames are
considered as unlabeled. Then, the similarity of the unlabeled sample and the set of positive
or negative samples are measured to obtain the pseudo-label of the unlabeled sample.
Although this method has shown to be less susceptible to drifting and simultaneously more
adaptive than an offline learner, it turns out that such an approach is still not adaptive enough
for appearance variation.

A robust tracking method that has strong adaptivity and anti-drifting ability is proposed in
this paper. There are two contributions in the method. First, we propose an online semi-
supervised boosting method. Kullback-Leibler divergence between the prior probability of
label distribution and the optimized model is used as the loss function for unlabeled samples.
Then the loss term encourages the optimization procedure to find parameters that predict a
similar label distribution on the unlabeled examples in online mode. Second, based on the
online semi-supervised boosting, we propose a novel tracking framework that treats samples
differently when updating the classifier under different conditions. This tracking framework
can significantly alleviate the drifting problem and has enough adaptivity.

The reminder of the paper is organized as follows. In Section 2, we present our novel
online semi-supervised boosting method. Section 3 is the detail of our novel tracking
framework. Experimental results are shown in Section 4. Finally, in Section 5, we give some
conclusions.

2. Online Semi-supervised Boosting
Inspired by the reference [10], an online semi-supervised boosting algorithm is

proposed. Our goal is to obtain an additive model F(x)  t1f t(x) in online mode.
T

Where, F(x) represents the strong classifier and ft(x) is the weak classifier. 2.1.

Loss Function for Labeled and Unlabeled Samples

Given a set of samples X XL XU, XL and X U are labeled and unlabeled samples

respectively. We define loss function for the semi-supervised boosting as:

L(F(x), X) Ll (F(x), XL) L u(F(x), XU) (1)

Where, Ll (F(x), XL) and L u(F(x),XU) are loss functions for the labeled and unlabeled data

respectively. is the contribution of the unlabeled data.

(1)Loss function for labeled samples

For the labeled samples, exponential function is used.
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L (F(x),X )e
l L

yF(x) (2)
xXL

(2)Loss function for unlabeled samples

It is natural to think that if we have the prior distribution of the sample labels, then the
classifier will be the optimal if it gives the same label distribution on the unlabeled samples.
So the loss function for unlabeled samples can be defined as the distance between the prior
label distribution and the condition probability given by the calculated model. As in reference
[11], Kullback-Leibler divergence is used.


Suppose P(y | x) is the prior probability, P(y | x) is the condition probability of the

calculated model, the loss function for the unlabeled data is defined as:



Lu(F (x), X U) eDKL(P||P)

xXU


„ I ,Where, the function DKL(1 || P) Plog P  | xogPlY x)P(y | x)log P(y | x)

P
yy y

(3)

represents

Kullback-Leibler divergence. Because the first term doesn’t depend on the model and
boosting can be viewed as additive logistic regression [11], thus the loss function can be
written as:

xX xX
U U
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2.2. Learning based on Gradient Descent Principle

The overall loss function is:

L(F (x), X) yF(x )esi-x)cosh(F(x))
xXL xXU

Then we can get the gradient of the loss function with
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According to the gradient descent principle, the algorithm is looking for the weak classifier

ft (x) at each step of boosting, which if added to the current F (x) will result in an overall

performance improvement. Thus, the boosting optimization problem for adding a weak

classifier ft (x) at step t can be formulated as:

Define l yF(x) yˆuycosh(F(x)) sinh(F(x)) , uSiu e7F(x) ,then the formula can be

written as:

(x) arg min{yf (x )sign(y ˆ ) f (x)}
l u uf F x X

  xX
L Uarg min{ 

  )}
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u u

If we consider l as the weight of the labeled sample, sign(yˆu ) as the pseudo label and u as

the weight of the unlabeled sample, equation (9) means that in offline mode, the weak

classifier we should choose in each step is the one with the minimum classification error in
given weight distribution.

2.3. Online semi-supervised Boosting Algorithm

For the purpose of tracking, we need the online mode. In off-line case, all samples with a
given weight distribution are used to select one weak classifier and the weight distribution is
updated before choosing the next one. In online case, one sample is used to update all weak
classifiers and we do not know the weight of each sample. In order to obtain an online semi-
supervised boosting for tracking, there are three main questions to be answered: 1) How to get
the number of training times for each sample to update the weak classifier? 2) How to choose
weak classifier? 3) How to update the weight of the sample in online case? We will discuss the
proposed solutions to these questions in the following.

(1)The number of training times for each sample to update the weak classifier

We use the idea in reference [12], where the sample is modeled by a Poisson distribution
and each is used N times to update the weak classifier, where N is a random number generated
by Poisson () andis weight of the sample.

(2)Choosing weak classifiers in online mode

For the purpose of tracking, different weak classifiers (features) should be chosen to
represent the appearance variations. In order to solve this problem, we introduce base
classifiers which can be considered as a set of weak classifiers. The main idea is to apply
online semi-supervised boosting not directly to the weak classifiers but to the base classifiers.



, f>(x)
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Given the base classifier Bt = {f t , n(x)|n 1,2,,M=} , t = 1,2T .Where, ft,n(x) is the weak

classifier. When a new sample comes, each weak classifier in the base classifier is updated and

the best one is chosen to construct the strong classifier.
In order to choose the best one, we should calculate the classification error rate for all the

samples. However, we can not obtain all samples in online mode. So we turn to calculate the
classification error rate for the samples that have been come so far. If we use ,

S t n and ,c S t n to
w

record the weights sum of the correctly and wrongly classified samples that the

weak classifier ft ,n(x) has been seen so far

respectively, the error rate for the weak

Sw
t ,n

classifier f t , n(x) will be: e t n = ___________
, S Sc w

t n +
, t,n

classifier Bt is t ( ) arg min{ t , n }
f x = e .

n

(3) Updating the weight of the sample

If we have chosen the weak classifier ft (x) in Bt ,the weight of the current training sample

should be updated before it is used to choose the next weak classifier inBt+1 .In this paper, we

use the classification result of the ft (x) to update the weight of the sample. If ft(x) gives a

correct classification, the weight is reduced. Else, it will be increased.The weight is updated
as:

ω e −

= y[F(x)+ f t (x)] (10)

where, F(x) is the strong classifier obtained after t −1 iterations ( t −1 < T ), y is the label or

pseudo label for the samples.
Finally, our online semi-supervised algorithm is as following:

Input: Training sample, < x, y > ,x ∈X,X = XL ∪XU

Initialization: The strong classifier F(x) = 0 , ,St n = St n =c w 0;
,

Step 1 Obtain the weight and the label/pseudo label of the sample:
If x ∈X L , then the weight is ωt e − yF(x)= and the label is y = y ;

t

If x∈XU ,then the pseudo label is y = sign[ y cosh(F(x))− sinh(F(x))] , the weight
t

is ωt = λ | y cosh(F(x)) − sinh(F(x)) | e− 'F(x)

Step 2 Calculate the number of training times of the sample < x, y >

Step 3 Choose the best weak classifier from the base classifier Bt :

(a) Update each weak classifier ft ,n (any method can be used), n= 1,2,,M
;
w(b)Classifier the sample x :If f t , n(x) = yt ,then ,St n = St n ω t +; else ,c c S t w n = S t n ω t +

, ,

(c) Choose
Sw

t , n _____________________________f (x) = arg min{ }t S Sc + w

f t , n t , n t , n

y t [ F(x )+ f t( x )]Step 4 Update the weight of x : ω t e −=

Step 5 F(x) ← F (x)+ ft (x)
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Step 6 Repeat Step2~Step5 for all base classifiers{B t |t =1,2, T}
T

Output: F(x) =∑ tft(x)
=1

3. Visual Tracking based on Semi-supervised Boosting

Instead of considering tracking as an one-shot semi-supervised learning problem (as in
reference [9]), which makes the tracker too tight to adaptive enough, we propose a novel
tracking framework that treats samples differently when updating the classifier under different
conditions. Specifically, when the classifier is sure that it has detected the object, samples
extracted are considered as labeled. Otherwise, the samples are treated as unlabeled and are
given pseudo labels. Figure 1 shows the framework.

Figure 1.The Framework of Visual Tracking based on Online Semi-supervised
Boosting

3.1. Prior Model and Classifier Initialization

Prior Model, namely the prior possibility distribution P(y | x) ,which is a guider when
deciding the pseudo labels of unlabeled samples. Any classifier trained by labeled samples
can be used as the prior model. In this paper we consider prior model construction and
classifier initialization as the same process. Suppose the target has been detected in the first
frame, then two same boosting classifiers can be trained by the positive and negative
samples extracted in the first frame. The two classifiers are considered as prior model and
target detector respectively. The difference is that there will be no change for the prior
model in subsequent frames while the target detector will be always updated according to its
detection results.

3.2. Process of Target Tracking

The process of target tracking contains two steps: target detection and classifier updating.

(1)Target detection

When a new frame inputs, the detector searches and evaluates exhaustively in the region of
interest and obtains a confidence map. The map is then filtered by a Gaussian filter and the
corresponding location of the maximum value is considered as the position of the target.



Positive Negative

(a)
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(2) Classifier updating

Once the target has been detected, the classifier has to be updated. In our tracking
framework, samples are treated differently when updating the classifier under different
conditions. Specifically, two thresholds are used on the samples. If the confidence value of the
detected target is greater than Th1 , then samples extracted for updating the classifier are
considered as labeled samples. If the confidence value of the detected target is less than Th1

but great than Th2, then all the samples are considered as unlabeled and are given pseudo
labels. Else if the confidence value is less than Th2 , then the target is lost and search region is
enlarged in the next frame. Figure 2 shows the sample extracting process.

Search region Confidence map Target Labeled samples

Search region Confidence map Target Unlabeled samples

(b)

Figure 2. Sample Extracting: (a) Samples Extracting when Confidence Value of
the Target is Greater than Th1, (b) Samples Extracting when Confidence Value

of the Target is Less than Th1 but Greater than Th2

(3) Implementation Details

We use 100 base classifiers and each contains 150 harrlike weak classifiers (any other weak

classifiers can be used). Let hk is the k-th Harrlike feature, then the corresponding weak

classifier is:

f sign( P ( y 1| hk( x )) P(y 1| ( )))hk x (11)
k

Where, P(hk (x) | y 1) N(1,1) , P(hk(x) | y1) N(1,1) .

Let P(y 1) P(y 1) and Bayes rule is used to compute fk .Initialize 11 0 , 11

0 ,and when the classifier receives a positive sample, the following updating rule is used.

The updating rule for 1 and 1 is as same.

1hk(x)(1)1
2(hk(x)1 )2

(1 )?

Where,is the updating parameter and can be obtained by Kalman filtering.
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4. Experimental Results and Discussion

We test our method from four different aspects. Firstly, we investigate the parameter
sensitivity of parameter 2 .Then, the anti-drifting and adaptivity ability are tested separately.
Finally, we investigate whether our track can significantly alleviate the drifting problem and
keep adaptive enough to appearance variations simultaneously. We also compare it with three
other state-of-the-art trackers.

4.1. Parameter Sensitivity

There is only one parameter 2 in our online semi-supervised boosting algorithm, which is
the contribution parameter of the unlabeled data. In this experiment, three videos with different
length are used and the number of labeled data is the same. The tracking accuracy is calculated
when 2 varies from 1 to 10. From the results shown in Figure 3, we can see that the fluctuating
range of the accuracy is very small for all the three videos, which is only 0.02. Thus, our
online semi-supervised boosting algorithm is not sensitive to parameter changing.

Figure 3.Tracking Accuracy with Different Value of

2 4.2. Anti-drifting Ability

In order to test the anti-drifting ability separately, we use the video in reference [14] .The
target is a non-moving doll. Except a moving circuit board occludes the doll occasionally (6
times), nothing is changing. Figure 4 shows the tracking errors (in pixel) after several
occlusions and Figure 5 demonstrates tracking results in the first occlusion. Although there are
many occlusions happening, our tracker can still track the doll accurately. The mean tracking
error is only 0.23. So when considering anti-drifting separately, our method can significantly
alleviate drifting.

(a) (b) (c)

Figure 4. Tracking Errors after Occlusions: (a) After First Occlusion, (b) After
Second Occlusion, (c) After Fifth Occlusion



Video Frame Main challenge

Box[14] 350 3D motion,
Motion
blur

ThreePast
Shop1cor[15]

604 Pose change,
Illumination change

Woman 624 Appearance change,
Pose change

Sylvester[14] 1344 3D motion,
Illumination change

Video Accuracy
rate

losin
g rate

False
positive
rate

Box 0.963 0.037 0

ThreePast
Shop1cor

0.989 0.011 0

Woman 0.971 0.029 0

Sylvester 0.978 0.022 0

(a) (b)
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(a) (b) (c) (d)

Figure 5. Tracking Results in First Occlusion: (a) Frame 2, (b) Frame 35, (c)
Frame 86, (d) Frame 160

4.3. Adaptivity

For testing adaptivity separately, four videos with large appearance variations are chosen.
Their main challenges are shown in Table 1. We also count the accuracy rate, losing rate and
false positive rate of the four videos. In order to obtain accurate statistics, we define the score in
formula (12).Where, ROID is the detected bounding box, ROIG is the ground truth bounding

box. When this score exceeds 0.5, we interpret the frame as true positive. Table 2 is the
statistics. The results show our method has high accuracy, low losing and false positive rate
when the target has large appearance variations. The average accuracy of our method on the
four videos is 97.52% and the average losing rate is only 2.48%. Figure 6 shows the tracking
errors. Figure 7 is the tracking results. From row 1 to row 4 are ThreePastshop1cor, Box,
Woman and Sylvester respectively. So when considering adaptivity separately, our method is
adaptive enough to appearance variations.

Score

Table 1. Videos and
Challe
nge Table 2. Performance Statistics
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(c) (d)

Figure 6. Tracking Errors of the Four Videos with Appearance Variations: (a)
Box, (b) ThreePastShop1cor, (c) Woman, (d) Sylvester

Figure 7.Tracking Results of the Four Videos with Appearance Variations:
From Row 1 to Row 4 are ThreePastshop1cor, Box, Woman and Sylvester

Respectively

4.4. Comprehensive Performance Compariation with other Trackers

This experiment investigates whether our track can significantly alleviate the drifting
problem and keep adaptive enough to appearance variations simultaneously. We also compare
our tracker with other three state-of-the-art trackers: Adaboost [7], MIL [13] and Semiboost
[9]. Four videos under different circumstances are used (Table 3). In these videos, there are
occlusion, fast appearance variations, similar object, etc.
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Table 3. Four Videos and their Main Challenge

Video Face[16] OneLeaveShopReenter1cor[15] Boy WalkByShop1cor[15]

Frame 671 222 178 990

Main
challenge

Moving
camera,

Occlusions

Pose change,
Illumination change,

Occlusions

Similar object,
Illumination

change,
Occlusions

Pose change,
Illumination change,

Occlusions

Table 4. Losing Rate Comparison for Semiboost and Proposed Method

Video Face OneLeaveShopReenter1cor Boy WalkByShop1cor

Semiboost 11.62% 12.61% 41.57% 44.65%

Proposed 1.79% 0% 0.56% 1.72%

(1)Face Sequence

In this sequence the face of the woman is occluded occasionally by a book. Figure 8 and
Figure 9 show the tracking results compariation of the four trackers. After the first occlusion,
the Adaboost and MIL trackers are drifting away. Their average tracking errors are 23.69 and
15.22 respectively .The average tracking error of Semiboost tracker is 6.23, but its losing rate
is 11.62%(Table 4). The tracking error of our tracker is 4.67 and the losing rate is only 1.79%.
We can see that our tracker provides best performance than other three trackers.

Figure 8. Tracking Errors of Face Sequence

Figure 9. Tracking Results of Face Sequence: Our tracker (red), MIL (green),
Adaboost (black), Semiboost (dotted blue)
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(2)OneLeaveShopReenter1cor

There are illumination change, pose variations and a short occlusion in this sequence.
Because of the appearance variations, the Semiboost tracker loses the target for 28 frames and
its losing rate is 12.61% (Table 4).Although the occlusion is short, it increases the noises when
updating the MIL and Adaboost trackers. As the noises accumulating, they drift away from the
target. The average tracking errors of the two trackers are 8.29 and 5.82. Our tracker still does
best in this sequence. Its average tracking error is 3.23 and it doesn’t lose the target in any
frame. Figure 10 and Figure 11 demonstrate the compariation.

Figure 10. Tracking Errors of OneLeaveShopReenter1cor

Figure11. Tracking Results of OneLeaveShopReenter1cor: Our tracker (red),
MIL (green), Adaboost (black), Semiboost (dotted blue)

(3)Boy sequence

The Boy sequence is our own. Except occlusion and fast appearance variations, there are
two similar objects (a boy and a girl) in the sequence, and the boy is our target. As can be seen
in Figure 12, MIL and Adaboost trackers begin to track the girl and drift far away after the girl
occludes the boy in frame 78. Although the Seimboost tracker doesn’t drift, its losing rate is
too high (41.57% in Table 4) and it can’t adapt to appearance variations. To the contrary, our
tracker only loses the target once and tracks the target accurately and robustly. So our tracker
not only can handle appearance variations but also has strong anti-drifting ability. Figure 13
shows the tracking results in some frames.
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Figure 12. Tracking Errors of Boy Sequence

Figure 13. Tracking Results of Boy Sequence: Our Tracker (red), MIL (green),
Adaboost (black), Semiboost (dotted blue)

(4) WalkByShop1cor

The main challenges of this sequence are illumination variation, pose change and
occlusion. The results in Figure 14 and Figure 15 show our method has superior performance
in handing drifting as well as appearance variations. Although the tacking error in some frames
of Semiboost is similar to our method, its losing rate is 44.65%. The losing rate of our tracker
is only 1.72 % (Table 4). The average tracking errors of MIL and Adaboost are 32.83 and
30.27, but the average tracking error of our method is only 10.51.

Figure 14. Tracking Errors of WalkByShop1cor
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Figure 15. Tracking Results of WalkByShop1cor: Our Tracker(red),MIL(green),
Adaboost(black), Semiboost (dotted blue)

5. Conclusions

In this paper, we address the anti-drifting and adaptivity of robust tracking. Based on a
novel online semi-supervised boosting method, we propose a tracking framework that treats
samples differently when updating the classifier under different conditions. In the
experimental part, we compare our method with state-of-the-art tracking methods on
challenging videos. Results demonstrate that our tracker can significantly alleviate the drifting
problem and keep adaptive enough to appearance variations.
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