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Abstract- Frequent itemset mining leads to the discovery of associations and correlations
among items in large transactional data s#ts The discovery of interesting correlation
relationships among huge amounts of busi ness transaction records can help in many business
decision-meking processes, such as crossmarketing and customer shopping behavior
andysis. Associated and correlated items are placed in the neighboring shelf to raise their
purchasing probability in a super shop. Therefore, the mining combined association rules
with correlation can discover frequently correlated, associated-corrdlated and independent
paterns synchronoudy, that are extreordinarily useful for meking everyday's business
decisions. Since, the existing agorithms for mining correlated patterns did not consider the
overhead of ‘null transactions' during the mining operations; these algorithms fail to provide
fader retrieval of useful patterns incrementally; besides, memory usages aso increase
exponertialy. In this paper, we proposed an efficient algorithm namely ‘ IACAI’ for mining
above mentioned four kinds of patterns by removing so called ‘null transactions ; by which
not only possible to save precious computation time but also speeds up the overall mining
process. Comprehensive experimental results show that the technique developed in this paper
are feasble for mining large incrementd transactional databases in terms of time, memory
usages, and scalability.

Keywords: Associated patterns, correlated patterns, associated-correlated patterns,
independent patterns, incremental transactional database, null transactions, market
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1 Introduction

Daamining is defined as the process of discovering Sgnificant and potentidly useful patternsin large
volume of data One objedtive of assodation ruleminingisto discover corrdaion rdationshipsamong
as of items One difficulty is how to sdect a proper interestingness meeaLre thet can effectively
evauate the assodated degree of pattamns, as thereis ill no univarsdly aooepted best meeaurre for
judging interesting petterns [6]. The well-known dgarithm for finding assodiation rules in large
transaction datebases is Aprion [12]. On the other hand, corrdation mining is much more effective
because of the large rurrber of corrdation rda|M|psarmng vaious kinds of items. However, an
independent pettern might have amuch more probehility then acorrdated pettem to be anove pared
or grouped items even i they have the same support for the seke of the downward dosurre property of
independence [1, 13]. In the recent market the conoept of Super shop is vary popular among the
peoples snee, these hops kegp dmogt everything acoording to cusomers preferences and vary often
these super shops hes lots of branch around a country S0, the number of transaction and purchese is
huge hence to predid eshoppas o cutoma’s purchese behavior changes with times An
organization' smenagement fird identifiestarget e-shopperswho sharesmilar preferencesfor products
and looks for those produdts thet target eshoppars are mogt likdy to purchese The purchese
transactiond records of e-shopper are usad to build eshoppars profile describing hisor her likesand
didikes A st of ehoppersknown as neighborswho have exhibited



similar behavior in the past, can be found through calculating the correlations among
e-shoppers[14].

In redity data changes from time to time in many aress, incdluding the retail indudtry and the
financid sector. Therefore, the itemsets mined in these wide gpplications can present some
development trends When the transaction database changes with time, dynamicaly increments,
some new frequent itemsets can gppear, and some old frequent itemsets can disgppear, which
induces the incremental mining. Therefore, in this pegper, we proposed an dfident incrementa
mining goproach for frequently corrdated, assodaed-corrdated and independent  paiterns
synchronoudy by removing null transactions; which not only saves the mining time and memory
usages but aso speeds up the overdl mining process.

The regt of this pgper is organized as follows Section 2, destribes rdaed works and the
moativation behind this reseerch. Section 3, represantsthe problem formulation. Section 4, represants
our proposed gpproach and the ‘IACAI" dgorithm. In section 5 we devisad some experimenta
results. Condusons are presanted in section 6. In this paper we used the term ‘itemsats' and
‘petterns ; * database’ and ‘detasdts interchangesbly.

2 Related Works and Motivations
2.1 Related Works

Many research works have been donein the fidd of corrdated frequent pattern mining. Most of
them first generate frequent itemset then uses these frequent itemset to mine corrdated patterns.
Induding many of these dgorithms are Apriori based [14, 15], for thisreason is not scable and
is impracticd for meny red-time scenarios. FP-growth mining agorithm [9], offers better
performance than Apriori dgorithm as the former does not depend on candidate generetion.
Also, the database is fully scanned just twice. However, FP-tree d gorithm does not drop the so
caled ‘null transactions for subsequent scanning of conditiond detabases. Also, when the
petterns are too long and redundart, it isimpractical to condruct amain- memory basad FP-tree.
Algorithms based on mining maximal frequent itemsats performs better then FP-tree based
agorithms since, they avoid redundant petterns [16]. However, the maxima frequent itemset
mining does not give complete informetion on the frequent itemsets, unlike agorithms basad on
dosed frequent itemsat mining. Also, they congder ‘null transactions for mining, which is
avoidable The stream based agorithms uses FP-tree for representing dl frequent itemsets which
is obtained by scanning all transactions, induding null transactions [14, 17, 18]. Transactions
which contain just asingleitemset can be avoided from the scheme of things evenin streem data
snce it cannot hep in representing any pettern. Zhun et d. [19] have proposed a modified FP-
tree which is built obvioudy by scanning every transaction induding null transactions. This
gpproach however requires al transactions to be congidered for mining. On the other hand,
Miccinski e al. [4], introduced three dternéative interestingness messures, caled any-confidence,
al-confidence and bond for mining essodationsfor thefirg timesever.

Laeron, Y .K Leeetal. [3, 11] used dl-confidence to discover interesting patterns athough
both of them defined a pattern which sttisfies the given minimum all-confidence as a correlated
pattern. B. Liu et d. [2], usad contingency tables for pruning and summarizing the discovered
corrdlations etc. In this paper, a new interestingness meesure corr-confidence is propasad for
corrdation mining. After that, Z. Zhou [1], mines dl independent paterns and corrdated
patterns synchronoudy in order to get more information from the results by comparing
Independent  patterns with corrdated paterns. An efective dgorithm is developed for
discovering both independent paiterns and corrdlaed patterns synchronoudy, especidly for
finding long independent patterns by using the downward dasure property of independence. In
the literature [13], Z. Zhou, combines association with corrdation in the mining process to
discover both associated and corrdated patterns. A new interesting messure corr-confidence is
proposed for rationdly evaluating the corrdation reationships. This measure not only has

oper bounds for effectively evaluating the corrdation degree of patterns, but ao is suiteble
for mining long patterns.

Actudly mining long patterns is more important because a practicd transactiona database
may contain alot of uniqueitems. However, these works built obvioudy by scanning every



transaction including null transactions and most of them were static mining approach
and did not consider incremental mining approach.

2.2 Mativations and the Screening of the Null Transactions

A null transection isatransaction that does not contain any item-sets being examined. Typicaly,
the number of null-transactions can outweigh the number of individua purchases because, for
example, many people may buy neither milk nor coffes, if these itemsets are assumed to be two
of the frequent itemsets. So, it is highly desirable to have a meesure that has a vdue tha is
independent of the number of null-transactions. A measure is null-invariant if its vadue is free
from the influence of null-transactions [9]. From the previous section we observed that alots of
good works have been proposed and developed [1, 2, 4, 11, 13], but the performance degrades
drasticdly egpedidly when the transactiond datasets are sparse due to the presence of null
transactions.

Unfortunetdly, above mentioned works do not have the null-invariance property. Since, large
data sts typicdly have many null-ransactions it is important to condder the null-invariance
propaty when sdecting gopropriate interestingness messures for pettern evduation. In this
proposad gpproach an attempt has been made to diminate the null transactions thereby, attempting
to reduce the processing time for finding frequent k-itemsets Finding null transactions and later
diminating them from future scheme of things is the initid part of this proposed framework.
Condder for ingance that, an dectronic shop has 100 transactions of which, 40% are null
transactions. FP-tree method of mining or any other rdated method in thet case would scan dl the
100 transactions while, our proposed gpproach atempts to reduce the transections to 60% by
conddering just the vaid 60 transadtions after screening the 40 null transactions. This savesalot of
precious computetion time 9]. Besides, an attempt has been medeto find null transactions by using
veticd data layout format [20]. It is quite possible to find the null transactions by finding those
transactionsthat don't gopear againgt any frequent Single-itemnset with this represantation.

3 Problem Definition

In this section, we firg define the problem of corrdated, associated, assodiated- corrdated and
independent patterns mining and then present some preiminary knowledge that will be used in
our dgorithm adopted from literature [1, 13] et al. Suppose we have atransactiond detabese DB
in teble 1 the problem is that mining the complete st of corrdaed, corrdated-associated and

irldqjergem pattern efficiently. In statistical theory, A1, Az...A, areindependent if Wk and v1 <i1
» <<k,
P(Aiy Ais .....Ak) =P (diy ) P (Aiy) ... P(Ais) (1)

1. If apattern has two items, such as pattern AB, then,

(2)

2. If apattern has more than two items, such as pattern X={i1, i2...i}, then

(©))

From (2) and (3), we can see that p has two bounds, i.e. -1 < p < 1. Let 6 be a given
minimum corr-confidence, if pattern X hastwo items A, B and if |p (AB) |> 6, then X is called
a corrdated pattern or A and B are cdled corrdated with eech other, dse A and B are cdled
independent. If pattern X has more than two items, we define a corrdated patern and an
independent pattern asfollows
Definition 1: Corrdated pattern- Patemn X iscaled acorrdated pattern, if and only if there
exigsapatern Y which stifiesY €Xand | p (AB) | > 6; where 6 is a predefined value of p.



Definition 2: Independent pattern- If pattern X is not a correlated pattern, then it is
called an independent pattern. Now we define the associated patterns.

Let T={i, i2, 3. i} beasat of mdidinct literds cdled items and D |stheset of varlable

length transaction over T. Eachtr, ar\szx:tlonoontansasetofltem{ i1, |J2 cT Paiter

XIS of T. Intable 1, DB indicates the thelncr
b% et. Thetdualteresu?l@eSS measure gﬂ confidence denote by a apattern X can

ay=_ P @

M ax_item_Sup(X)

Definition 3: Associated pattern- A pattern is called an associated pattern, if its all-
confidence is greater than or equal to the given minimum all-confidence threshold.

Definition 4: Associated-correlated pattern- A pattern is caled an assodated-corrdlated
pattern if it is not only an associated pattern but dso a corrdated pattern. Let pattern X be an
ated-correlated pattern, then it must have two subsets A and B which satisfy the condition
thet thesale of A canincreasethelikelihood of the sdeof B.
Example 1. For the filtered transactional database in Table 3, we have a (AC) =3/4
and o (CE) = 3/4. We dso have,
p(AC) =P(AC)— P(A)P(C)/ P(AC)+ P(A)P(C)= 15 and
p (CE) =P(CE) — P(C) P(E)/P(CE)+ P(C) P(E)= 117
L« the given minimum dl-confidence st to be 0.35 and the given minimum corr-confidence
et to be 0.10, then both AC and CE are associated pattens. However, patern AC isa corrdated
patern and pattern CE is an independent pattern. Therefore pattern AC is an assodiated-corrdlated
pattern and pattern CE is an associated but not correlated pattern.
Table 1. Anincremental transactional database
TID Items Part
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4 Proposed Approach
4.1 Work Flow of the Proposed Approach and the ACAI Algorithm

We mine dl frequent correlated, associated, associated-corrdated and independent petternsin
two steps. Firdt, we discover dl frequent patterns using FP-growth [9], and then test whether
they are corrdated, associated, associated-corrdlated and independent patterns or not basad on
congraints defined by definition 1 through 4. For this we us two level pruning. For leve 1
pruning we peform it by removing ‘null transaction’ and minimum support threshold. On the
other hand level 2 pruning is performed by the congtraints defined by definitions 1 through 4.



Fig. . Workflow of our proposed approach

The IACAIL Algonthm

Input:i) An increnental transactional database ii) mn_sup, iii) mn_corr_conf, and
iv) mn_all_conf.

Output: Conpl ete set of frequently correlated, associated, associated-correlated and
i ndependent patterns fromthat database.

Step-1: Scan the original dataset then renmove ‘null transactions’ and 1-
infrequent itensets.

1. Represent the dataset using vertical |ayout fornat.

2. Find &renove null transactions fromthe dataset.

3. Periodically scan the dataset to see the increnent of new

transaction(s).
Step-2: Scan the filtered dataset and apply the nodified FP-growth to generate
the frequent itensets. Suppose X is a frequent itenset.

1. Prune frequent 1-itenssets.

2. If X has 2 or nore itens and S(X) 2mn_sup X is a
frequent pattern. //Candi date patterns Step-3: Find the conplete
set of frequent correl ated, associated, associ ated-correl ated
and i ndependent patterns. Suppose X is a frequent pattern.

1. If (9(X)>mn_corr_conf)

Xis a correlated pattern
2. Hse If (|(a(X))|>mn_all_conf ) X
is an associ ated pattern.
3. Hseif (o(X)>mn_corr_conf & (a(X))]|>all_conf)
X'is an associ ated-correl ated pattern
4. Hse
X is an independent pattern.

Fig.2. The IACAI Algorithm.
4.2 An Example

Now, congder the vertical layout format representetion of the same database given in table 2.
Here, transaction 10 and 50 are supposad to be the ‘null transactions’; dso from table 1
transactions 40, 70 and 90 are null transactions and are aready not been consdered for mining.
In the incrementd part TID 110 is dso a null transaction. It is clear that, the null transactions
containing just 1-itemsets are not Sgnificant since these itemsets do not have contribution while
mining correlaed patterns or asodiation rule mining, hence, have been removed prior to
mining. Also, itemsets F and G do not satisfy the minimum support count of 2, and is hence,
avoided for mining.

For the ease of the reader we just showed the corresponding filtered transactiond database
intable 3 of the origina database given by table 1. Let, the given minimum all-confidenceis set
to be 0.45 and the minimum corr-confidence is 0.10.The resultant FP-tree formed from the
dateset givenintable3isshowninfig. 1.




Table 2. Vertical layout format of the example database

Items TID Sets

A 10, 30, 80, 90

B 60, 1M

C 20, 30,80, 90

D 20, 30,50,60,90,
E 20, 30, 50,80, 100

F 10

G 50

Since, our objectiveisto minefrequently correlated patterns family; henceintentionaly we
avoided the details of mining frequent patterns from the FP-tree. 1t is to be noted thet, our
proposed dgorithm will not consider transactions 10, 40, 50 and 70 while scanning the dataset
(Table2) for the second time to congtruct the FP-tree Since, they arenull transactions.

Thefigure 2 showsthe forma agorithm of our proposed work and fig 3 shows the support
count of 1-itemsets and resultant FP-Tree. And table 4 shows the resultant frequent patterns
with their correponding supports. And we gpplied the condraints defined by definition 1
through 4 to minethe correated, assodiated, associated-corrdated and independent patternsand
have shownin figure4.

Table 3. The Filtered Database of the original database presented in table 1
TID Tiems

20
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60
80
100
120
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Fig. 3. Support count of 1-itemsets and resultant FP-Tree
Table 4. Frequent patterns and their support from the FP-Tree

Frequent Pattern Support Frequent Pattern Support
AC 3 CE 3
AD 2 DE 3
AE 2 ACD 2
BD 2 ACE 2
CD 3 CDE 2




Fig 4. Correlated, Associated, Associated-correlated and | ndependent Patterns

5 Experimental Results

All programs are written in Microsoft Visud C++ 6.0 running on Windows XP. And the
Hardware configuration is as follows Processor-Intel Core 2 Duo 2.4GHz, Man memory-4GB,
and Hard disk space-500GB. Our experiments were pearformed on red data sets as shown in
Table VI. Gazdlle comes from dick-sream data from hitp:/gazdle.com and pumsb is obtained
from http:/Mmww.dmaden.ibm.com. On the other hand the Connect-4 datasst has been
downloaded from website http:/rchiveicsuci.edw/. The gazdle is rather parse in comparison
with pumab, which is very dense 50 thet it produces many long frequent itemsets even for very
high vauesof support. Table 5 showsthe characterigtics of these datasets

Fig. 5. Characteristics of the datasets. ** Here, ATL isaverage & MTL is
max transaction length.

We compared our results with existing dgorithms[1, 4, 13]. We not only mined the frequent
cordated patens but aso mine corrdated, essodaed, assdated-corrdated and i
petterns synchronoudy. We named the dgorithm presented at [1] as LAP2; LAPL for [13]
respectivdy; and CoMine for [4]. In the fird exparimeant we obsarved the execution time of our
IACAI dgorithm on Connect-4 datasets (Fig. 6). In the second expaiment we performed the
execution time comparison between our IACAI dgorithm, LAPL [13] and CoMine dgorithm [4]

ively. Fig 7(a) compared the execution time between CoMine and IACAI dgorithm; on the

other hand Fg 7(b) compared the execution time betwean our IACAI and LAPL. In the third
expeiment, we obsarved the execution time with changeof min_corr_conf and min_sup (g 8(8));
andwith change of min_dl_conf and min sup(HgS(b)) respectively on Connect-4 dataset. In both
casesour IACAI dgorithm outperforms LA

Fig 6. Runtime with change of min. corr-confidence and min. all-confidence on
Connect-4 with min_sup=0.1%



Fig. 7. Run time with change of @) min_sup on Gazelle b) min_ sup on Pumsb dataset; where
min_sup=0.1%.

Fig. 8. @ Runtime with change of min_corr_conf & min_sup b) min_all_conf & min_sup on Connect-4.

6 Conclusion

In this pgper we proposed an efficient “IACAI dgorithm” thet effectively mines the corrdated,
asciated-corrdated and independent patterns synchronoudy from an incrementd transactional
database. It dso reduces the execution time as well a memory usages by removing ‘null
transactions . Experimentd results show the correctness and scalability in terms of increasing
load. We ds0 showed how corrdated pattern mining can be performed on top of an
implementation of the FP-growth dgorithm.
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